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Abstract:Although macroeconomic variables have long been studied, many economists and researchers have 

often neglected the preliminary study of the variables regarding their similarities and differences. This paper 

adopted the principal component and factor analysis to assess nine macroeconomic variables by finding out the 

level of redundancy among them from the correlation matrix and grouping indicators with higher similarities 

into the same factors. Scree plots of principal components suggest grouping indicators into three factors. We 

then estimated the unrotated and rotated factor loadings withboth PCAand MLE estimation methods. Results 

from the PCA were gratifying since we obtained extreme loadings after the Varimax rotation. Out of the nine 

macroeconomic indicators, sixindicator were loaded on factor one, two were loaded on factor two and one was 

loaded on factor three. 
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I. INTRODUCTION 
n recent times, several statistical and econometric tools are employed in the analysis of multivariate 

data. There is an expansive literature on applied multivariate statistical methods of data analysis and reduction 

namely, principal component analysis (PCA), factor analysis (FA), grouping, classification, clustering and so 

on. Fairly, it is often difficult to identify a complete number of random variables or features explaining a 

particular existing phenomenon at a given period of time. For this, the researcher includes all plausible random 

variables at his disposal to explain the phenomenon as best as possible where different random variables have 

different impacts on the phenomenon under study. It becomes computationally burdensome and time consuming 

analyzing multivariate data with a myriad ofrandom variables. So we adopt at least onemultivariate statistical 

method of data reduction to shrink the data (reduce the number of random variables) without losing a substantial 

amount of information captured by the original data. This ideally reduces the tasks involved in going through 

computational trauma. 

With this effect, the paper resorted to the factor and principal component methods of data reduction 

which classify random variables into factors representing the entire data without a significant loss of 

information. Factor analysis lessens the level of redundancy existing in the data by grouping random variables 

with very high similarities into the same factors with their corresponding loadings. Also, relying on the fact that 

no substantial amount of information is lost after reduction or factoring, the principal component and factor 

analysis remain the motivating tools to adopt in shrinking big data. 

The paper in its singularity explored the two traditional methods in analyzing data on nine 

macroeconomic variables. Preceding the factor analysis was the principle component which was estimated to 

present a fair view of the number of factors to be considered. Three components explained slightly above 80% 

and had standard deviations above unity from the scree plots. This suggests that, factoring the nine 

macroeconomic variables into three groups could lead to roughly 20% of the variances in original data 

unexplained which can still result into making the right reckonings and conclusionsabout the original data. The 

paper employed the maximum likelihood and the principal component methods of estimating the factor loadings 

in the factor analysis. Results from the maximum likelihood were quite striking since it fails to provide extreme 

loading on Inflation given the method’s popularity in estimating factor loadings. The principal component 

approach was then used to rightly factor Inflation among the three factors. 

I 
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The rest of the paper is divided into three broad sections, section II talks about the econometrics of 

principal component and factor analysis, section III analyses the data and provides discussionand section IV 

concludes. 

 

II. METHODOLOGY 
A. The econometrics of principal component 

Consider a random vector of interest 𝑋 ′ = (𝑋1 ,𝑋2,…… . ,𝑋𝑛)  with a covariance matrix ∑ and eigenvalues 

𝜆1 ≥ 𝜆2 ≥ ⋯…… .≥ 𝜆𝑛 ≥ 0. 

We have the linear combinations as follows: 

𝑌1 = 𝑎1
′ 𝑋 = 𝑎11𝑋1 + 𝑎12𝑋2 + ⋯+ 𝑎1𝑝𝑋𝑝  

𝑌2 = 𝑎2
′ 𝑋 = 𝑎21𝑋1 + 𝑎22𝑋2 + ⋯+ 𝑎2𝑝𝑋𝑝  

⋮    ⋮ 
𝑌𝑝 = 𝑎𝑝

′ 𝑋 = 𝑎𝑝1𝑋1 + 𝑎𝑝2𝑋2 + ⋯+ 𝑎𝑝𝑝𝑋𝑝  

We have 𝑉𝑎𝑟 𝑌𝑖 = 𝑎𝑖
′  𝑎𝑖  and 𝐶𝑜𝑣 𝑌𝑖 ,𝑌𝑘 = 𝑎𝑖

′  𝑎𝑘  where 𝑖, 𝑘 = 1,2,… . , 𝑝 

The principal components 𝑌1 ,𝑌2 ,… ,𝑌𝑝  should therefore capture much information as possible. 

Let ∑ be the covariance matrix with the eigenvalue eigenvector pairs  𝜆1, 𝑒1 ,  𝜆2 , 𝑒2 ,… . ,  𝜆𝑝 , 𝑒𝑝  and 𝜆1 ≥

𝜆2 ≥ ⋯…… .≥ 𝜆𝑛 ≥ 0, then the 𝑖𝑡ℎ  principal component is given by:  

𝑌𝑖 = 𝑒𝑖
′𝑋 = 𝑒𝑖1𝑋1 + 𝑒𝑖2𝑋2 + ⋯+ 𝑒𝑖𝑝𝑋𝑝  for 𝑖 = 1,2,… . , 𝑝 

It is interesting to note that the variance of the 𝑖𝑡ℎ  principal component is the 𝑖𝑡ℎ   eigenvalue. 

𝑉𝑎𝑟 𝑌𝑖 = 𝑒𝑖
′  𝑒𝑖 = 𝜆𝑖  and 𝐶𝑜𝑣 𝑌𝑖 ,𝑌𝑘 = 𝑒𝑖

′  𝑒𝑘 = 0 for 𝑖 = 1,… . . , 𝑝 and 𝑖 ≠ 𝑘. 
Remarks: The principal components are linear combinations of the random variables. They are uncorrelated and 

have variances equal to the eigenvalues of ∑ (the covariance matrix) and their development does not require any 

distributional assumption about multivariate normality. 

 

B. Proportion of variance explained 

The proportion of the total variance explained by the 𝑘𝑡ℎ  principal component can be written as: 
𝜆𝑘

𝜆1+𝜆2+⋯+𝜆𝑝
, where 𝜆𝑘  is the eigenvalue of the 𝑘𝑡ℎ  principal component. For instance if the first 𝑘principal 

components can explain most of the variations in the population covariance, then𝑘 variables can replace the 

original 𝑝 variables withlittle loss of information. 

 

C. Factor analysis 

The PCA and factor analysis attempt to find an approximation to the covariance matrix, where as 

principal component analysis is generally concerned with data reduction, factor analysis is generally concerned 

with whether the data are consistent with the factor model under consideration. The factor model in matrix 

notation can be written as: 

𝑋 − 𝜇 = 𝐿𝐹 + 𝜀 , where 𝑋  depends linearly on unobservable common factors 𝐹and errors𝜀 . The covariance 

matrix ∑ implied by the factor model can be derived as: 

The assumptions of the factor model are: 𝐸 𝐹 = 0  𝐶𝑜𝑣 𝐹 = 𝐸 𝐹𝐹′ = 𝐼 
𝐸 𝜀 = 0  𝐶𝑜𝑣 𝜀 = 𝐸 𝜀𝜀 ′ = 𝜑 𝐶𝑜𝑣 𝜀𝐹 = 𝐶𝑜𝑣 𝜀𝐹′ = 𝐶𝑜𝑣 𝜀 ′𝐹 = 0 

∑ = 𝐶𝑜𝑣 𝑋 = 𝐸(𝑋 − 𝜇)(𝑋 − 𝜇)′ 

∑ = 𝐶𝑜𝑣 𝑋 = 𝐸[ 𝐿𝐹 + 𝜀  𝐿𝐹 + 𝜀 ′] 
∑ = 𝐶𝑜𝑣 𝑋 = 𝐿𝐸 𝐹𝐹′ 𝐿′ + 𝐸 𝜀𝐹′ 𝐿′ + 𝐿𝐸 𝐹𝜀 ′ + 𝐸(𝜀𝜀 ′) 

∑ = 𝐶𝑜𝑣 𝑋 = 𝐿𝐿′ + 𝜑; where 𝐿𝐿′ are the factor loadings and 𝜑 is the specific variance 

𝑉𝑎𝑟 𝑋𝑖 = 𝑙𝑖1
2 + ⋯+ 𝑙𝑖𝑚

2 + 𝜑𝑖  and 𝐶𝑜𝑣 𝑋𝑖 ,𝑋𝑘 = 𝑙𝑖1𝑙𝑘1 + ⋯+ 𝑙𝑖𝑚 𝑙𝑘𝑚  

The communality is the sum of squares of the factor loadings. It is the proportion of the variance contributed by 

the common factors whereas the specific variance is the proportion of variance unexplained by the common 

factors. 

𝜎𝑖𝑖 = 𝑙𝑖1
2 + ⋯+ 𝑙𝑖𝑚

2 + 𝜑𝑖  

𝑉𝑎𝑟 𝑋𝑖 = 𝐶𝑜𝑚𝑚𝑢𝑛𝑎𝑙𝑖𝑡𝑦 + 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒; 𝐶𝑜𝑚𝑚𝑢𝑛𝑎𝑙𝑖𝑡𝑦(ℎ𝑖
2) =  𝑙𝑖1

2 + ⋯+ 𝑙𝑖𝑚
2  

 

D. Non-uniqueness of factor loadings 

Suppose we have an orthogonal matrix 𝑇, the factor model can be written as: 

𝑋 − 𝜇 = 𝐿𝐹 + 𝜀 = 𝐿𝑇𝑇 ′𝐹 + 𝜀 = 𝐿∗𝐹∗ + 𝜀 

𝐸 𝐹∗ = 𝑇 ′𝐸 𝐹 = 0 and 𝐶𝑜𝑣 𝐹∗ = 𝑇 ′𝐶𝑜𝑣 𝐹 𝑇 = 𝑇 ′𝑇 = 𝐼 
∑= 𝐿𝐿′ + 𝜑 = 𝐿𝑇𝑇 ′𝐿′ + 𝜑 =  𝐿∗ (𝐿∗)′ + 𝜑 
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E. Factor rotation 

Often time unrotated factor loadings become a bit unspecified given the insignificant differences 

among factors for specific variables. This may leave us in a state in indecisiveness as to which factor to classify 

a particular random variable. Factor rotation is thus necessary to obtain extreme loadings that may help us in 

easily classifying random variables into their rightful factors. It can be achieved by the Varimax and Promax 

method. However, this paper only talks about the former which employs the orthogonal type of rotation of factor 

loadings and common factors. 

𝐿 ∗ = 𝐿 𝑇 

Where 𝑇 is either given by: 

 
𝑇 =  

𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

 

𝑇 =  
𝑐𝑜𝑠𝜃 −𝑠𝑖𝑛𝜃
𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

 

  

The Varimax criterion of factor rotation is given by: 

𝑉 =
1

𝑝
   𝑙 𝑖𝑗

∗ 4𝑝
𝑖=1 −   𝑙 𝑖𝑗

∗ 2𝑝
𝑖=1  

2

/𝑝  𝑚
𝑗=1  where 𝑙 𝑖𝑗

∗ = 𝑙 𝑖𝑗
∗ /ℎ  𝑖  

 

III. DATA ANALYSIS 
A. Brief description of data and estimation plan 

The data used in this analysis are nine variable macroeconomic monthly data for Liberia taken from 

January 2006 to December 2014. The indicatorsincluded in the analysisare Inflation Rate, Government 

Expenditures, Real Exchange Rate, Interest Rate, Inflow, Outflow, Imports, Exports and GDP. The motivation 

for employing the principal component and factor analysis to these indicators is, most of these variables are 

often speculated to be highly related to one another and henceprecision of estimation may be questionable if we 

will in the near future want to determine the impact of these indicators on a particular event. The need thus to 

group these variables with the purported high similarities into common factors is vital.Factor analysis lessens 

the redundancy exhibited in the data and underscores the precision with which true parameters are estimated 

when factor scores are formed. We would clearly learn in the outputs from R statistical software package how 

we can conduct first, the principal component and then the factor analysis of these macroeconomic indicators 

adopting the two conventional methods of estimation (the principal component and the maximum likelihood 

methods of estimation) 

It is worth transforming the covariance matrix into the correlation matrix so to know the level of 

association among the variables whiles changing all variables into the same unit. From the output,there are quite 

a good number of not so high correlations among the variables. Nevertheless, Outflow and Real Exchange Rate 

showed a considerably degree of positive correlation. Inflow and Outflow as they seem to rhyme showed quite 

an appreciable level of positive correlation also.With these and others, it is important to understand how these 

could adequately impact on a particular incidence without necessarily compromising estimation precision. To 

sidestep any issues of obtaining imprecise estimates in the near future, the need for factor analysis as a pilot 

study is therefore obvious.  

The correlation matrix of the nine indicators is shown below. 

 

 
 

B. Principal component and factor analysis 

1. Principal component analysis 

Prior to running the factor analysis on these indicators, the principal component of the indicators is ran 

to have a general idea of the number of factors we will be considering; decision is based on the number of 

components with standard deviation greater than or equal to one. The principal components from the sample 

correlation matrix of these macroeconomic indicators are shown below:  
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From the output, the cumulative proportion of variance explained by the first three principal 

components is roughly 80%. We generally cannot tell beforehand the number of factor loadings to consider by 

merely observing the cumulative proportion of variance explained by the components. For us to have a 

convincingand pictorial representation of the number of factors to consider from, we look at the scree plots of 

the principal components. The graphs below are the scree plots of the principal components of the nine 

macroeconomic indicators.  

 
 

We can infer from the scree plots that, there are three factors in which these nine indicators can be 

classified given that three principal components have proportion of variance explained exceeding unity. More 

so, deducing from the line scree plot on the left, there is an L bow shape of line forthe first three principal 

componentsindicating that, these nine indicatorscan be grouped into three factors without losing much 

information. 

 

2. Factor analysis 

(i) The maximum likelihood method of estimation of factor loadings 

Previously from the principal component analysis, it was ascertained that, we could group the nine 

indicators into three factors without losing a considerable amount of information. We can estimate the factor 

loadings using the maximum likelihood estimation method however scaling the data in order to achieve 

uniformity of units across the indicators. Output of the unrotated factor loadings, communalities and the specific 

variances from the maximum likelihood estimation method is given below: 

 

The unrotated factor loadings (three factor model) 
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From the output, most of the variations in Real Exchange Rate, Interest Rate, Inflow, Outflow, Export 

and Import are explained by Factor 1. Factor 2 explains most of the variations in GDP while Factor 3 explains 

most of the variations in Inflation and Government Expenditure. Having a critical observation of the factor 

loadings, we realized the loadings for Inflation across the three factors did not differ considerably. This leaves 

us indecisive as to which factor among the three to classify inflation given the insignificant differences among 

the loadings.Given this, we resorted to the Varimax approach of rotation. 

 

The rotated factor loadings (three factor model) 

 
 

 After rotation, we observe a slight shift of extreme loading from factor 3 to factor 2 for Inflation 

(ignoring the sign).This implies a different factor classification for Inflation Rate after rotation. Following from 

this result, it implies Inflation and GDP can now be classified into factor 2. Factor 3 explains most of the 

variations in Government Expenditure as we observe a change of loading from 0.679 in the unrotated factor 

model to 0.775 in the rotated factor model. One advantage of the maximum likelihood estimation method in our 

case is the fairly low values of the specific variance. Aside inflation with a very large specific variance, all 

others have the values below 0.5.However, one lapse here is, in the maximum likelihood estimation method, the 

rotation did not very much present a clear picture of the extreme loadings on Inflation. So to classify Inflation 

into any of the three factors may not be obvious. With this, the principal component method could be useful. 

 

(ii) The principal component method of estimation of factor loadings 

 Previously we estimated the factor loadings, communalities and the specific variances using the 

maximum likelihood estimation method, now we turn to the principal component method. The output for the 

rotated and the unrotated factor loadings are given below. 

 

The unrotated factor loadings (three factor model)

 
 

The rotated factor loadings (three factor model) 
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 Unlike the maximum likelihood estimation technique which is quite insensitive to the Varimax rotation 

in our case; we have realized from the principal component method in the unrotated factor model that extreme 

loadings were not observable as it becomes hard to classify the indicators into factors given the minor 

differences among the indicators across the three factors. However, after rotation as seen in the second output 

above, there is a significant shift of loadings. This enables us to easily tell which indicator belongs to which 

factor. Important point to note here is that communalities and the specific variances remain the same for the 

rotated and unrotated factor model. So rotation does not alter the factor loadings but convinces us beyond doubt 

that a particular indicator is classified into the right factor. 

 

Comparison of the maximum likelihood and the principal component methods for the rotated factor 

loadings. 

 

 

Variable 

Maximum likelihood Principal component 

Estimated rotated factor 

loadings 

Spec  

var. 

Estimated rotated factor 

loadings 

Spec 

var. 

F1 F2 F3 F1 F2 F3 

1. Inflation  

2. Government Exp. 

3. Real Exchange Rt. 

4. Interest Rate 

5. Inflow 

6. Outflow 

7. Export 

8. Import 

9. GDP 

-0.097 

0.361 

0.857 

-0.834 

0.733 

0.829 

0.820 

0.849 

0.054 

-0.166 

0.320 

0.450 

-0.168 

0.368 

0.314 

0.126 

0.164 

-0.996 

0.169 

0.679 

-0.068 

-0.158 

0.095 

0.009 

-0.258 

0.087 

0.002 

0.935 

0.306 

0.057 

0.252 

0.318 

0.214 

0.245 

0.244 

0.005 

-0.096 

0.348 

0.890 

-0.859 

0.797 

0.881 

0.874 

0.887 
-0.055 

-0.066 

0.675 

0.309 

-0.142 

0.353 

0.238 

-0.104 

0.096 

-0.860 

0.922 

0.337 

-0.144 

-0.031 

0.019 

-0.059 

-0.102 

0.053 

0.270 

0.208 

0.559 

0.812 

0.833 

0.841 

0.831 

0.741 

0.810 

0.363 

Cumulative 

proportion of total 

(standardized) sample 

variance explained 

 

 

0.466 

 

 

 

0.647 

 

 

 

0.714 

 

  

 

0.613 

 

 

0.694 

 

 

 

0.802 

 

 

Comparison of the unrotated and rotated factor loadings of the principal component method 

 

 

Variable 

Principal component 

Estimated unrotated factor 

loadings 

Spec  

var. 

Estimated rotated factor 

loadings 

Spec 

var. 

F1 F2 F3 F1 F2 F3 

1. Inflation  

2. Government Exp. 

3. Real Exchange Rt. 

4. Interest Rate 

5. Inflow 

6. Outflow 

7. Export 

8. Import 

9. GDP 

-0.070 

0.235 

0.423 

-0.382 

0.386 

0.407 

0.357 

0.387 
-0.151 

-0.410 

0.291 

0.050 

0.146 

0.043 

-0.039 

-0.288 

-0.199 

-0.773 

0.786 

0.549 

-0.081 

-0.002 

0.089 

-0.037 

-0.221 

-0.001 

-0.127 

0.208 

0.559 

0.812 

0.833 

0.841 

0.831 

0.741 

0.810 

0.363 

-0.096 

0.348 

0.890 

-0.859 

0.797 

0.881 

0.874 

0.887 

-0.055 

-0.066 

0.675 

0.309 

-0.142 

0.353 

0.238 

-0.104 

0.096 

-0.860 

0.922 

0.337 

-0.144 

-0.031 

0.019 

-0.059 

-0.102 

0.053 

0.270 

0.208 

0.559 

0.812 

0.833 

0.841 

0.831 

0.741 

0.810 

0.363 

Cumulative 

proportion of total 

(standardized) 

sample variance 

explained 

 

 

0.559 

 

 

 

0.686 

 

 

 

0.802 

 

  

 

0.559 

 

 

0.686 

 

 

 

0.802 

 

 

IV. DISCUSSION 
 The rotated (extreme) loadings of the principal component method of estimation are shown in red. 

Comparing these two estimation methods, it would be appropriate to use the principal component method given 

its relatively greater extreme loadings compared to the maximum likelihood estimation method. Using the 

principal component method it is explicit to say, Real Exchange Rate, Interest Rate, Inflow, Outflow, Export 

and Import can be classified into one group (Factor 1). Government Expenditure and GDP can also be classified 

into a different group (Factor 2) while the rate of Inflation in its own uniqueness constitutes a factor (Factor 3). 

Factor one tends to focus more on the Open Economy. This is because Real Exchange Rate, Interest Rate, 

Inflow, Outflow, Exports and Imports cannot be possible when the economy is a closed one except for the case 
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of Inflation in some sense. For instance the indicators, Imports and Exports adequately define the openness of an 

economy. Assuming, Government Expenditure is solely domestic, then the second factor is more to the closed 

economy than to the open economy if net exports/imports are not factored into GDP.Inflation in its own 

uniqueness is a factor. Consequently, factor one can be interpreted as the Open Economy Factor, factor twoby 

contrast is the Closed Economy Factor and factor three in its uniqueness is seen as the Inflation Factor.  

V. CONCLUSION 

 Based on the findings above, the nine macroeconomic indicators showed fairly a degree of 

unpardonable redundancy inthe correlation matrix. Preliminary to the factor analysis we found from the 

principal component that three factors will suffice. From this, the factor analysis was adopted to identify the 

variables that are likely to be classified together as one factor. Three factor model was used with evidences from 

the scree plots of principal components. It was seen that those three components roughly explains 80.2% of the 

total variation in the data. We found that six of these indicators includingReal Exchange Rate, Interest Rate, 

Inflow, Outflow, Exports and Imports showed a very high likeness and these were classified into one 

factorcalled the Open Economy Factor. Government Expenditure and GDP exhibited great similarities and were 

classified into another factorcalled the Closed Economy Factor but Inflation on its own uniqueness from the 

others was classified as Inflation Factor. In effect, these methods served as tools for effectively reducing and 

grouping variables into fewer factions with little loss of valuable information. Thisgives the essence of the 

principal component and the factor analysis. 
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